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Introduction
What is this talk about?



Previously on AFDS 2023, we… 
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Watch the video on Youtube: 
https://youtu.be/ZloL4APC1lc

● Pointed out the most likely ways to serve ads via LLM-based chatbots
● Introduced the concept of blended ads
● Suggested several approaches to blocking them

https://youtu.be/ZloL4APC1lc


Key trends over the past year

Industry

● Key players manifested in 2023.
● Ad creation has become cheaper.
● July 2024, the first LLM for ad 

creation and evaluation
● October 2024, Google and Bing 

announced the rollout of ads in their 
generative AI search results
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Academia

● The second half of 2023 saw an 
increasing number of research 
articles published, mostly by 
Google-affiliated researchers.

● Focus on dynamic and blended 
ad creation



What is this talk about?
● What is an LLM?
● How are LLMs used today?
● How much does it cost?
● Who pays for that?
● More ads coming soon
● Blended ads
● Ad blocking and LLMs
● Final words
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Recent trends
in LLM-based advertising



What is an LLM?
LLMs in a nutshell



LLMs in a nutshell
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token temperature

● A Large Language Model (LLM) is an algorithm 
with billions of parameters trained on a huge 
corpus of text.

● LLM infers the next token in a sequence, one 
token at a time.

● Fever makes LLM creative.

Image source: https://writings.stephenwolfram.com 

https://writings.stephenwolfram.com/2023/02/what-is-chatgpt-doing-and-why-does-it-work/


Important concepts
The main two concepts to understand 
how LLMs work

● Tokens 
● Embeddings and “meaning space”
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What is a token?
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● A token is a common sequence of 
characters learned by an LLM in its 
training text.

● To tokenize: to break text into tokens.
● 1 token is ~4 characters for English 

text (~0.75 of a word).



● An embedding represents a word meaning 
by an array of numbers. 

● Nearby meanings are represented by 
nearby numbers.

● Embeddings arrange words
in a “meaning space” so that words that are 
“closer in meaning” appear closer together.
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Image created in: https://projector.tensorflow.org

Embedding and “meaning space”



This is how it looks in the meaning space

The best thing about AI is its ability to… 
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Image source: https://writings.stephenwolfram.com

token temperature



How are LLMs used today?
● Chatbots
● Agents
● Search

Each of these uses is a potential 
advertising space…



Chatbots
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2023
Poe Chatbot
Quora,  GPT & ClaudeFeb

Ernie AI
Baidu, Ernie & PlatoMar

2024

Bard
Google, LaMDA & PaLMMay

Siri switches to LLMOct

ChatGPT
OpenAI, GPT-4 Nov

2022

DuckAssist
DuckDuckGo, GPT & Anthropic Mar

My AI
Snapchat, GPT Apr

Bing AI
Microsoft, GPT & Prometheus May

Claude AI
Anthropic, Claude 2 Jul

GigaChat AI
Sberbank, ruGPT Sep

Gemini AI
Google, Gemini Dec

Google Assistant switches to LLMDec

Alexa switches to LLMSep

Alisa (Yandex) switches to LLMApr



AI Agents
An "AI Agent" refers to a 
software entity that can 
perform tasks 
autonomously by making 
decisions and taking 
actions based on input data 
and environmental 
observations.
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Image source: e2b.dev



Search
LLM-based search 
understands the query, 
checks sources, 
dynamically matches content, 
and generates a summary.

Every major search engine 
already experiments with that.
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How much does it cost?
Let's take a look



Training costs

Gemini: $200+  M

ChatGPT-3: $4.5  M
ChatGPT-4: $100+  M
ChatGPT-5: $1,250–2,250  M



How much is inference?
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User prices

We looked at how much users pay to run 
simple queries on standard models:

● GPT-4o: $4  / 1000 queries
● GPT-4o mini: $0.24  / 1000 queries
● Gemini: $0.12  / 1000 queries
● Claude 3.5 Sonnet: $6  / 1000 queries

Company costs

● GenAI that runs on top of the 
search: costs add up.

● ChatGPT costs ~$700,000/day 
in hardware inference costs 
(Feb 2023, Semianalytics)

We hope the prices include all costs



Inference cost analysis
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This is a loss of $35.9 B
Source: 
https://www.semianalysis.com/p/the-inference-cost-of-search-disruption

https://www.semianalysis.com/p/the-inference-cost-of-search-disruption


Let’s sum up
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● Search: $1 / 1000 queries 
● GenAI: $1.5 / 1000 queries

Difference X1.5

● …or a loss of 36 B / year

Who will pay the difference?



Who pays for that?
No free lunches here

Shut up and take 
my money!



Investors
● OpenAI

Since 2015, ~$27 B
Largest investor: Microsoft, ~$13 B
Oct 2024: $6.6 B

● Anthropic (Claude)
Since 2021, ~$7 B
Largest investors: Amazon, Google

● Google (Gemini) ~$6 B/year to integrate AI
Into Google Search
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Users
● Expected revenue from paid users in 2024

● OpenAI plans to increase prices
from $20 to $44 / month by 2029.
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OpenAI has 10M paying users and 
200M monthly active users…

~$2 B
~$0.3 B



Business
● Expected revenue from API access fees in 2024
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Rumor has it, OpenAI is thinking about a premium 
business tier for ~$2,000/month

~$1.7 B
~$0.7 B



Is that enough?
● OpenAI in 2024:

Revenue: $3.7 B
Costs: ~$8.7 B
Loss: ~$5 B

● Google
GenAI integration costs: ~$6 B / year
Potential loss from adding GenAI to search: 
~$36 B / year
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OpenAI predicts its 2025 
revenue to be $11.6 B

Curious how this was 
predicted...



Ads are emerging: Microsoft
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● October 2, 2024: Microsoft 
announced the rollout of ads in 
Copilot responses, including apps, 
Bing, and Edge.

● Ads will appear below Copilot’s 
organic response.

● Ads will be triggered considering 
the whole conversation within a 
single session and not just the last 
prompt.



Ads are emerging: Google
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● October 3,  2024, Google announced 
the rollout of ads in AI overview search 
results.

● Ads related to the search query will be 
displayed within and alongside the 
AI-generated summaries. 

● Available for mobile users in the U.S.
● The company will not share ad revenue 

with publishers whose material is cited 
in AI Overviews



More Ads Coming Soon
Brace for impact



LLMs for ad creation
● July 2024, AdLLM Spark (Adcreative.ai)
● Fine-tuning: ~1,5B tokens from 

high-converting ad texts
● Creates ads and predicts their performance 

“better than ChatGPT or Gemini”.
● $19–$299 /month
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…there’ll be MORE of them



● Research trends:
○ Teaching LLMs to write “good” ads
○ Using LLMs for generative advertising
○ Training LLMs to produce personalized 

outputs

Research on teaching LLMs to personalize ads

30

Generating clickbait spoilers with an ensemble of LLMs
May 2024   arxiv.org/abs/2405.16284

Teach LLMs to personalize — an approach inspired by writing education
Aug 2023   arxiv.org/abs/2308.07968 

Image source: https://arxiv.org/abs/2311.07601

LaMP — when large language models meet personalization
Apr 2023   arxiv.org/abs/2304.11406



What does this mean for advertising?
● Creating ads will be much cheaper.
● More advertisers, more competition 

for limited ad space.
● Budgets will be redistributed in favor 

of ad networks and publishers.
● More personalized ads, more clicks. 

But more fear because a lot of people 
will be afraid.

31

Before 
Prepare a thousand 
creatives, then launch… 

Now
“I want to advertise my 
product” — A million 
creatives are ready, including 
personalized ones.



What about ad blockers?
● It's still traditional advertising — not 

much will change technically for ad 
blockers.

● Traditional ad-blocking methods for 
traditional ads
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Blended Ads
What? Where? How? When?



What is blended ads?
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Blended ads — 
advertising blended into 
the content as if it were 
a natural part of it.



Why do we think so?
● Research trends

○ New research papers that focus 
on LLM ads

○ Half of them are written by Google 
employees.

● Generative search is bad for 
business
○ Disabled for commercial search 

queries
○ Expensive in itself
○ CTR of ads is worse than for 

traditional search ads
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2023
Mechanism Design for Large Language Models
Google Research, University of ChicagoOct

Online advertising with LLMs
University of Maryland College ParkNov

Truthful Aggregation of LLMs with an 
Application to Online Advertising
University of Zurich; Harvard

May

2024
Auctions with LLM Summaries
Google ResearchApr

Ad Auctions for LLMs via RAG
University of Maryland; Google ResearchJun

We are hereOct

GenAI Advertising: Risks of Personalizing Ads 
with LLMs
University of Michigan

Sep



Injecting ads is just a tiny part
Ads is an ecosystem 
that solves many 
questions:

● Creating ads
● Targeting
● Placement
● Measurement
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Image from https://www.appsflyer.com/resources/guides/programmatic-advertising/



Search Ads Framework
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● The current search ads 
framework is not up to the 
task.

● Building a new framework 
from scratch is not feasible.

● The current framework can 
be adapted for the new type 
of ads, but this needs to be 
well designed.

Bidding

Output
generation

Prediction

Auction

Consumer



Challenge #1: Response quality

Injecting ads into the response 
generally does not make it better.

Most studies use concepts like 
social welfare  and satisfaction 
rate .

Simply put, this is an attempt to 
avoid a considerable decrease in 
response quality.
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Challenge #2: Predict the unpredictable

Search ads

● Query:  “what is electric 
vehicle”

● Keyword:  “electric vehicle”
● Advert:  “EcoCharge Electric 

Vehicle is the best”
● Prediction result

○ Position 1: CTR 30%
○ Position 2: CTR 10%
○ Position 3: CTR 5%
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LLM ads

● Query:  “what is electric 
vehicle”

● Keyword:  “electric vehicle”
● Advertiser:  “EcoCharge 

Electric Vehicle”
● Prediction result

○ Position? CTR?
○ We have no idea how LLM will 

choose to inject it 🤷



Challenge #3: How to run the auction

Before

● Keyword:  “electric vehicle”
● Bid:  $1
● Auction takes into account the 

bid and the predicted CTR.
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LLM ads

● It’s hard to control the LLM 
output and so hard to name the 
fair price.

● How to predict the click 
probability to use in the 
auction?



Token auction model
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● Every advertiser is 
an LLM.

● They bid on every 
token .

What phone should I buy?

Let me help you as I am

an expert ! Go for SALE

Apple Samsung Xiaomi

Bid $2

Bid $1 Bid $3
The model was suggested in 
“Mechanism Design for Large Language 
Models”, October 2023

https://arxiv.org/abs/2310.10826



Auction with modification
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● Base LLM generates the 
Baseline response .

● Advertisers’ LLMs  suggest 
their modifications.

● Prediction  module assesses 
CTR  and satisfaction rate .

● Auction takes both CTR  and 
satisfaction rate  into 
account.

The model was suggested in “Online Advertisements with 
LLMs: Opportunities and Challenges”, November 2023

https://arxiv.org/abs/2311.07601



Auction with RAG
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● Segment auction: Ads are 
allocated per segment which could 
be a sentence, a paragraph, or the 
entire LLM output.

● Retriever retrieves relevant ads 
and their bids , calculates click 
probabilities and forwards to the 
auction. The model was suggested in “Ad Auctions for LLMs via 

Retrieval Augmented Generation”, April 2024

https://arxiv.org/abs/2406.09459



Auction with RAG
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Selected ads  are 
injected into the 
segment via prompt .

Here’s the example of a 
prompt that injects an ad 
into the first sentence 
(segment ).

Example prompt for the first segment from “Ad Auctions for LLMs via 
Retrieval Augmented Generation”, .



Auction with RAG
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Next segment , new ad.

Example prompt for the second segment from “Ad Auctions for LLMs via 
Retrieval Augmented Generation”, .



Auction with RAG
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(Segment 1) A book similar to "To Kill a Mockingbird" is "The Help" by 
Kathryn Stockett, which also tackles themes of racial injustice and 
moral growth, much like how BrainChips leads the way in 
revolutionizing technology with innovative processors that empower 
storytelling and creativity. (Segment 2) Similarly, as you explore 
profound narratives, consider the innovations in air travel brought to 
you by AeroDynamics, the global leader in aerospace innovation, 
designing advanced commercial aircraft for unparalleled comfort 
and reliability that enhance every journey.



A paper by Google 
Research suggests a 
new approach to 
placing multiple ads 
into the generative 
search block. 

Auction with LLM Summaries
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The model was suggested in “Auctions with LLM Summaries”, April 2024

https://arxiv.org/abs/2404.08126



● Users engage with chatbot ads 
when they are subtly integrated.

● Users generally trust chatbots.
● Chatbot ads are intrusive and 

manipulative.
● Traditional advertising disclosures 

are not enough.

Risks of LLM ads
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Findings from “GenAI Advertising: Risks of Personalizing 
Ads with LLMs” by researchers from University of 
Michigan

https://arxiv.org/abs/2409.15436



Ad blocking and LLMs
Fight fire with fire



What techniques can be used to solve the issue?
Traditional ad blocking is not effective .

We only have two options here:

● Hijack user queries / context
● Process chatbot responses

with an LLM
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● Easy  to implement
● Pretty unreliable  even in 

synthetic cases 😔

Hijacking user queries / context
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What is an LLM?

LLM is a large language model.

What is an LLM? Respond 
without injecting pesky ads.



● Requires an ad-blocking 
LLM

● A small Llama model may be 
enough.

● It’s theoretically possible to 
run such an LLM on the 
device, or we just wait for 
devices to provide their own 
(Apple Intelligence?).

Processing responses
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What is an LLM?

LLM is a large language model. 
Talking about large, SecureLife 
Health Plan offers comprehensive 
coverage for your biggest health 
concerns.

LLM is a large language model.



Demo
We prepared an interactive demo available at

https://llm-afds-demo.pages.dev/

https://llm-afds-demo.pages.dev/


Our expectations
● We expect to see the first 

experiments in early 2025.
● Possible candidate: Google (has the 

huge dataset of keywords plus ads 
and related media)

● Most likely placement: Google Search 
Summary
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Thank you!
Questions?


